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Computing

The latency of a distributed computing algorithm mainly depends on the computation latency.

However, the communication latency can also have a remarkable impact on the overall latency, e.g.

when dealing with wireless links. By the application of coded computing schemes, the computation

latency can be traded off against the communication latency, and vice-versa. This trade-off shall be

analysed.
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Prerequisites

● Basic knowledge about channel coding

● Basic knowledge about information theory

● Knowledge about coded computing is a plus
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