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Advances in the deep learning architectures for computer vision applications have lead to new neural

architectures such as vision transformers. These differentiate themselves from typical convolutional

neural network-based implementations by decoupling the process of feature aggregation and

transformation. Excellent performance is achieved through self-attention and self-supervision.

In this master thesis, visual transformers will be implemented in the first step. Following verification

of state-of-the-art results, the transformers will be compressed through quantization and pruning to

minimize their computational complexity on the inference hardware.
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Prerequisites

To successfully complete this project, you should have the following skills and experiences:

● Good programming skills in Python and Tensorflow

● Good knowledge of neural networks, basic knowledge of transformers

The student is expected to be highly motivated and independent.
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