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Topic Description

Convolutional Neural Networks (CNNs) have become the state-of-the-art for many computer vision tasks. Their 

highly parallel computation graph structure offers many optimization possibilities on hardware. The major part of 

CNN execution can be formulated as a nested for-loop of a core instruction, the Multiply-Accumulate operation. 

These loops which iterate over spatial dimensions, input channels, filters, and batches allow for many scheduling 

schemes [1]. A schedule for a CNN execution can involve single or multiple dataflows, which manipulate the 

unrolling of the for-loops over the available computation elements [2,3]. In order to support schedules with dynamic 

dataflows, an efficient communication infrastructure can be exploited.

Due to the deterministic nature of CNN execution, the communication does not necessarily require complex routing

algorithms typically supported by Network-on-Chips (NoCs). A light and efficient on-chip interconnect can be 

realized, supporting broadcast, multicast and unicast transfers between the memory and the processing elements.
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Prerequisites

To successfully complete this project, you should have the following skills and experiences:

• Very good programming skills in VHDL

• Good knowledge of neural networks, particularly convolutional neural networks

The student is expected to be highly motivated and independent.

By completing this project, you will be able to:

• Understand the execution sequence of CNNs on spatial architectures

• Test the impact of CNN dataflows on hardware accelerators

• Evaluate the complexity of communication hardware against efficiency and latency
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