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Random Walks for Decentralized Learning

Fully decentralized schemes do not require a central entity and have been studied in [1, 2]. These

works aim to reach consensus on a desirable machine learning model among all clients. We can

mainly distinguish between i) gossip algorithms [3] where clients share their result with all neighbors,

naturally leading to high communication complexities, and ii) random walk approaches like [4, 5]

where the model is communicated only to a specific neighbor until matching certain convergence

criteria. Such random walk approaches are used in federated learning to reduce the communication

load in the network and at the clients’ side.

The main task of the student is to study the work in [5], which additionally accounts for the

heterogeneity of the clients’ data. Further, drawbacks and limitations of the proposed approach

should be determined.
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