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Novel use cases for mobile communication networks include the aggregation of large amounts of

data, which is stored in a distributed manner across network users. For instance, Federated

Learning requires the aggregation of machine learning model updates from contributing users.

Over-the-Air (OtA) computation is an approach with the potential to drastically reduce the

communication overhead of wireless distributed data-processing systems (e.g. Federated Learning).

It exploits the multiple-access property and linearity of the wireless channel to compute sums of

pre-processed data by the channel. This important property at the same time opens great

opportunities for adversaries to corrupt the computation process. Therefore, Increasing the

resiliency of OtA computation systems against adversaries is important.

Several solutions [1-4] have been proposed to tackle this problem, which make different

assumptions and impose different constraints on the system. These solutions shall be evaluated and

compared, theoretically as well as empirically by a simple Federated Learning implementation.
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Prerequisites

- knowledge in statistics and estimation theory

- basic knowledge of machine learning with Tensorflow
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