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Deep Learning with Differential Privacy

Differential privacy [1] is a security notion that is widely used in data analytics. A differentially private

algorithm guarantees that the privacy of an individual is not harmed while it is still possible to learn

about a population.

This concept can be transferred to the domain of machine learning. In this setting, model is trained

based on potentially sensitive data. For classification tasks for example, the trained model is stored

on untrusted devices. Although only the trained model and not the data itself is stored, it was shown,

however, that the model can still provide information about individual training data samples. Thus, a

learning algorithm is required that preserves the privacy of training data samples. Such a

differentially private learning algorithm has been introduced in [2].
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