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Secure Federated Learning

In the initially proposed federated learning setting [1], the federator observes partial gradient

computations of all clients contributing to a decentralized training procedure. However, clients might

send malicious (corrupt) computations to harm the training process on purpose. Considering this

model, security against malicious clients can be ensured by running statistics on the partial results

[2, 3]. For example, clients’ results that differ significantly from the vast majority of responses can be

excluded from the training process. In recent works, secure aggregation of partial work was

proposed [4]. The goal is to let the master only observe the sum of all local models, and by this to

enhance the privacy level of the clients’ data. These works, however, complicate the use of statistics

to account for corrupt partial computations as the master only observes the aggregated result. The

goal of this research internship is to review related literature on secure federated learning including

their limitations, and to explore possible approaches to ensure security against potentially corrupt

results while preserving privacy of the clients’ data.
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