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Private and Secure Federated Learning

In federated learning, a machine learning model shall be trained on private user data with the help of

a central server, the so-called federator. This setting differs from other machine learning settings in

that the user data shall not be shared with the federator for privacy reasons and/or to decrease the

communication load of the system.

Even though only intermediate results are shared, extra care is necessary to guarantee data privacy.

An additional challenge arises if the system includes malicious users that breach protocol and send

corrupt computation results.

The goal of this work is to design, implement and analyze coding- and information-theoretic

solutions for privacy and security in federated learning.

Prerequisites

● Coding Theory (e.g., Channel Coding)

● Information Theory

● Machine Learning Basics
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